Criminal justice stakeholders are increasingly using risk assessment tools to inform their decisionmaking, with the intention that these tools will help them achieve specific goals. Risk assessment tools support decisionmaking by classifying people into groups based on their risk of reoffending so that stakeholders can identify the appropriate levels of supervision and/or treatment. However, these tools need to be validated periodically to ensure that they continue to work well over time. During validation, the interpretation of the tool’s performance metrics and the decision about which metrics should carry the most weight often depends on the context in which the risk assessment is used. For example, validation of a pretrial risk assessment tool might focus on different metrics from validation of a tool to predict sexual recidivism. In this brief, we describe the commonly used performance metrics and what factors to consider when interpreting them.

Types of Performance Metrics

Three main types of performance metrics used for evaluating the predictive performance of risk assessment tools include accuracy, calibration, and discrimination. Each type of metric provides information about a different aspect of predictive performance.

Accuracy measures how frequently a tool correctly predicts the outcome of interest (for example, recidivism). In other words, accuracy measures how often someone who is predicted to be high risk
reoffends, and vice versa. The opposite version of this concept is also used and is referred to as the “error rate.” Practitioners are often interested in knowing the type of mistakes the tool might make. For example, they might want to know how often a tool inaccurately predicts that someone who does not reoffend scores as high risk (“false positive” errors) and how often someone who does reoffend is labeled low risk (“false negative” errors). This is explained in more detail in the next section.

Rather than grouping people into categories of high and low risk, calibration typically measures performance by comparing the predicted probability of an outcome with the observed probability of the outcome among a target population. As an example, say 40 out of a group of 100 people will reoffend. For that group, a risk assessment tool with good calibration would return an average predicted probability of reoffending of roughly 40 percent. Calibration is commonly measured using the Brier score, which averages the differences between the predicted probabilities and the actual outcomes (Brier 1950). A low Brier score means the tool is well calibrated (the lowest possible score is zero).

Whereas calibration measures how well a tool captures absolute risk, discrimination provides a measure of how well a tool captures relative risk. In other words, discrimination measures how well a tool separates people at high and low risk. A common measure of discrimination is the area under the curve (AUC) score, which describes the chance that a randomly sampled person who reoffends will have a higher risk score than a randomly sampled person who does not reoffend. An AUC score of 0.5 means that the tool is no better at deciding who is high risk than flipping a coin. An AUC score between 0.5 and 0.7 is considered poor, between 0.7 and 0.8 is acceptable, between 0.8 and 0.9 is excellent, and above 0.9 is outstanding (Hosmer, Lemeshow, and Sturdivant 2013).

How to Interpret Performance Metrics

The interpretation of the performance metrics for a risk assessment tool and the weight placed on each metric should vary depending on the context in which it is applied. In particular, there are two important characteristics of the context that stakeholders should consider: how often the outcome of interest occurs, and the costs of getting the prediction wrong. Let’s use the prediction of sexual reoffending as an example of how to use these characteristics to interpret the performance metrics.

Frequency of Outcome

First, consider how often sexual reoffending occurs. Results of past studies have shown that the rate of sexual reoffending is relatively low—typically less than 10 percent are rearrested for another sex offense within one year (Langan, Schmitt, and Durose 2003; Sample and Bray 2003). Suppose that 10 out of 100 people will sexually reoffend within one year. This is an example of an “unbalanced” sample—there are many more people who will not reoffend than people who will. It is more difficult to correctly predict reoffending in these cases, both because there are fewer examples of reoffending to learn from, and because you can get good overall accuracy simply by always guessing the more common category. Suppose it is your job to guess whether people will reoffend or not in the next year. If you always guess that they will not reoffend, you will be correct 90 percent of the time. In this context, your overall
accuracy is good, but you would not be correctly identifying any of the people who actually will reoffend. To ensure that you are doing a good job in identifying that group, you might want to look at more specific accuracy measures such as the “sensitivity” of the tool—that is, the percentage of people who do reoffend who are correctly predicted as high risk.

The frequency of the outcome of interest also has important implications for a tool’s calibration. Particularly in samples like this one where the reoffending rate is relatively low, there is a danger of overestimating the probability of reoffending, which could lead to unnecessary incarceration or supervision as well as expending resources that could be better used elsewhere. For that reason, it is important to monitor whether a tool is underestimating or overestimating risk in your population. As for discrimination, one benefit of using the AUC score to measure a tool’s performance is that AUC is not as affected by how often the outcome of interest occurs (or, the “base rate”) as the other types of metrics. It focuses more on measuring how well the tool can tell the difference between people who are high risk and people who are low risk, but not necessarily how well it measures the probability of reoffending. For this reason, AUC might be a good metric for stakeholders to consider if they are using the tool to determine how to prioritize and target a fixed amount of resources.

**Cost of Incorrect Predictions**

The other consideration in interpreting a performance metric is the cost of incorrect predictions. The tool could make two types of mistakes: it could predict that someone who would not reoffend is high risk, and it could predict that someone who would reoffend is low risk. In many applications, the cost of one type of mistake is greater than the cost of the other. Using the example of sexual offending: if you were to guess that no one would reoffend, you would be correct 90 percent of the time, but in 10 percent of cases a new sex offense would occur that might have been prevented if those cases had been deemed high risk. These new offenses would impose costs to the victims, to the criminal justice system, and so on. A jurisdiction might be willing to accept more false positives—people who are deemed high risk but would not have reoffended—to prevent more false negative predictions and to potentially prevent additional sex offenses from occurring. In other situations, such as a pretrial risk assessment tool that predicts the risk of failing to appear in court, jurisdictions might choose to use a tool that more often makes the opposite error. False negatives—or predicting that someone who will not show up for their court date is at low risk—might be more acceptable as to avoid the costs of unnecessary incarceration.

As mentioned above, inaccurate calibration can overestimate the probability of reoffending, which could lead to unnecessary treatment, supervision, or incarceration and impose not only budgetary costs but also human costs. Conversely, underestimating risk has the potential for significant costs, as the example above demonstrates. On the other hand, discrimination metrics—such as AUC—are not as helpful for understanding how accurate a tool’s predictions are, so they are not as useful when considering the costs of misclassification.
Other Considerations

In addition to these statistical measures of risk assessment performance, stakeholders should consider the equity of the tool’s performance across important subgroups such as race and ethnicity. So far, the field lacks widespread agreement about what constitutes an “equitable” versus “biased” risk assessment tool. Several groups of experts have proposed competing measures that are constructed in such a way that it is impossible for a tool to do well on all of them at the same time.¹ As with the statistical performance measures described above, the specific context in which the tool will be applied should help drive which metric is given the most weight (Roberts Freeman, Hu, and Jannetta 2021).

Conclusion

Whether choosing a new actuarial risk assessment tool or validating one that has already been implemented, practitioners should carefully consider their overall goals for implementing the tool, as well as the context in which they will be implementing it. In order to ensure the best possible performance within a jurisdiction, practitioners should interpret and weigh a tool’s performance metrics with these factors in mind. In addition, a tool’s performance might change as the local rules, laws, and populations in a jurisdiction undergo shifts that should be taken into account. This makes it important to revalidate a tool so that it can be modified, if necessary, to continue to perform as it is expected.
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